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A method and apparatus are described. The method 1includes
receiving a set of data streams including data values gener-
ated by a sensor associated with the operation of a compo-
nent 1n a system at points in time and generating an anomaly
data value for the received data values. The method further
includes applying a machine learning algorithm to the
received data values and a subset of data values previously
received to generate expected data values at points 1n time
beyond the current point 1n time, generating an expected
anomaly data value for each of the expected data values, and
identifying an operational anomaly for the component at a
point 1n time beyond the current time based on the expected
anomaly data value. The apparatus includes an input nter-
face for receiving the data streams and a processor for
processing the received data values to i1dentily an opera-
tional anomaly as described above.
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APPARATUS AND METHOD FOR
PREDICTING ANOMALOUS EVENTS IN A
SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the benefit, under 35 U.S.
C. § 119(e), of U.S. Provisional Patent Application 63/230,
091, filed on Aug. 6, 2021, which 1s incorporated herein 1n
its entirety.

TECHNICAL FIELD

[0002] The present disclosure generally relates to the field
of failure detection 1n systems and more particularly towards
identifying anomalous events 1 an element, such as a
component, of a system in order to mitigate or prevent
failure 1n the system.

BACKGROUND

[0003] Any background information described herein is
intended to introduce the reader to various aspects of art,
which may be related to the present embodiments that are
described below. This discussion 1s believed to be helpiul 1n
providing the reader with background imnformation to facili-
tate a better understanding of the various aspects of the
present disclosure. Accordingly, 1t should be understood that
these statements are to be read 1n this light.

[0004] Data analytics and data science, and the use of
machine learning and artificial intelligence (Al), are among,
the hottest new technical achievements available to busi-
nesses today. Various forms of data analytics can be found
in almost all aspects of life, including media content rec-
ommendations, shopping, and sporting events, along with
business and manufacturing activities. In general, the pro-
cess of applying data analytics often relies on several
clements for proper use. A mechamism 1s required for
collecting data values. These data values may be directly
available, such as user inputs, or may be more indirectly
available, such as values provided by sensors on electrical
and/or mechanical devices. A processing device, such as a
computer or server, 1s usually necessary to perform some
type of process or algorithm to manipulate the data values
into the developed outcome as part of the data analysis.
Further, a data storage mechanism 1s needed to store current
as well as past data values that may be used as part of the
process or algorithm. Finally, a mechanism 1s required to
convey the developed outcome to where 1t 1s needed for use.
[0005] Several important business and technology areas
that may benefit from the use of data analytics include the
manufacturing and materials processing sectors, as well as
the communications sectors. For companies 1n these sectors,
downtime or outages can be very disruptive, particularly
when the downtime or outages are not planned. While all
companies experience and utilize planned downtime to take
care of maintenance and other shutdown related activities,
unplanned downtime 1s both unexpected and undesired.
Recent research indicates that 82 percent ol companies,
including those in the sectors mentioned above, have expe-
rienced unplanned downtime over the past three years and
that unplanned downtime can cost a company as much as
$260,000 an hour, with the average downtime or outage
lasting four hours. The unplanned downtime meant that
those companies could not deliver products or services to
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customers, lost production time on a critical asset, or were
totally unable to service or support specific equipment or
assets.

[0006] Degradation, failure, and other catastrophic events
(collectively “events”) can currently be predicted on a
limited basis using data from one or more sensors and
applying data analytics techniques to predict a single data
forecast or projection (mathematical formula). While these
projections may show changes 1n characteristics or behavior
that 1s expected based on the data, they are not robust enough
in many applications to predict unexpected events. Unex-
pected events are commonly referred to as anomalous
events. If the projections can predict these anomalous
events, preventative and other measures may be taken to
increase safety, reliability, and etliciency.

[0007] However, the ability to accurately predict anoma-
lies using data analytics has remained elusive. Many
machine learning algorithms do not forecast or project
anomalies accurately, even when using data from more than
one sensor. The forecasts or projections begin to diverge
immediately from reality as these models fail to include the
impact each sensor may have on the others. In some cases,
data analytics processes may include an anomaly identifier
mechanism or anomaly detector. Anomaly detectors are
employed to automatically detect unexpected data within
data streams. However, the anomaly identifier mechanisms
can only 1dentify occurrences that have been detected and
identified as anomalous and may even be perceived as
anomalous by a human non-expert. But when examined
closely by a trained professional the otherwise anomalous
behavior 1s predictable or normal behavior based on, for
instance, a wider array of inputs from a particular set of
dependent elements. These occurrences may be referred to
as false anomalies. The presence of false anomalies in the
data set hinder most data analytics processes from being able
to accurately predict anomalies without also further includ-
ing the prediction of false anomalies.

[0008] As was described above, 1t 1s possible to improve
the anomaly detection capability of most data analytics
processes by augmenting the algorithm with assistance from
a human expert or trained professional. The trained profes-
sional analyzes the past and current data to i1dentify and
remove or re-label the false anomalies as not anomalous,
cellectively cleaning the past data of false anomalies and
leaving only true anomalies 1n the data set. However, the
inclusion of human assistance 1 what 1s expected to be an
Al machine learning process 1s both costly and time con-
suming. Further, the analysis of current and past data by the
trained professional may not be timely enough to provide the
ability to update or modity the machine learning algorithm
to 1improve the prediction of future anomalies before they
actually occur and, in some cases, to 1dentify or predict some
future anomalies at all. As a result, there 1s a need for an
improved data analytics mechanism that 1s capable of pre-
dicting false anomalies in order to improve the accuracy of
predicting true anomalies without requiring additional
human 1nteraction.

SUMMARY

[0009] These and other drawbacks and disadvantages pre-
sented by mechanisms that are used for predicting anoma-
lous events 1n a system are addressed by the principles of the
present disclosure. However, it can be understood by those
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skilled in the art that the present principles may offer
advantages 1n other types of devices and systems as well.

[0010] According to an implementation, a method 1s
described. The method includes receiving a set of data
streams, each data stream including data values generated by
a sensor associated with the operation of a component 1n a
system at points in time and generating an anomaly data
value for each of the received data values 1n each data
stream. The method further includes applying at least one
machine learning algorithm to the data values received at a
current point 1n time and a subset of data values previously
received for each data stream to generate expected data
values at additional points 1n time beyond the current point
in time for each data stream, generating an expected
anomaly data value for each of the expected data values 1n
cach data stream, and 1dentifying an operational anomaly for
the component at a point 1n time beyond the current point in
time based on the expected anomaly data value for each of
the expected data values 1in each data stream.

[0011] According to an implementation, an apparatus 1s
described. The apparatus includes an mput interface that
receives a set of data streams, each data stream including
data values generated by a sensor associated with the
operation of a component in a system at points 1n time. The
apparatus further includes a processor coupled to the mput
interface. The processor 1s configured to determine an
anomaly data value for each of the recerved data values 1n
cach data stream, apply a machine learning algorithm to the
received data values at a current point 1n time and a subset
of data values previously received for each data stream to
generate expected data values at additional points 1n time
past the current point 1n time for each data stream, determine
an expected anomaly data value for each of the expected
data values for each data stream, and 1dentify an operational
anomaly of the component at a point 1n time past the current
point 1n time based on the expected anomaly data value for
cach of the expected data values for each data stream.

[0012] According to an implementation, a non-transitory
computer readable medium 1s described. The non-transitory
computer readable medium has stored thereon instructions
that, when executed by at least one processor, perform the
steps of receiving a set ol data streams, each data stream
including data values generated by a sensor associated with
the operation of a component 1n a system at points in time,
generating an anomaly data value for each of the received
data values 1n each data stream, applying at least one
machine learning algorithm to the data values recerved at a
current point 1n time and a subset of data values previously
received for each data stream to generate expected data
values at additional points 1n time beyond the current point
in time for each data stream, generating an expected
anomaly data value for each of the expected data values 1n
cach data stream, and 1dentifying an operational anomaly for
the component at a point 1n time beyond the current point in
time based on the expected anomaly data value for each of
the expected data values 1n each data stream.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The above and other aspects, features, and advan-
tages of the present disclosure will become more apparent in
light of the following detailed description when taken in
conjunction with the accompanying drawings in which:

Feb. 9, 2023

[0014] FIG. 11s a block diagram of an exemplary embodi-
ment ol a portion of a system that includes sensor and
control capabilities to which the principles of the present
disclosure are applicable;

[0015] FIG. 2 1s a block diagram of an exemplary data
processing device to which the principles of the present
disclosure are applicable;

[0016] FIG. 3 1s a block diagram of a core processing
engine used 1 a data processing device to which the
principles of the present disclosure are applicable;

[0017] FIG. 415 a block diagram of a multivariate machine
learning algorithm used as part of a core processing engine
to which the principles of the present disclosure are appli-
cable:

[0018] FIG. 5 1s a block diagram of an anomaly detection
and classification element used as part of a core processing
engine to which the principles of the present disclosure are
applicable;

[0019] FIG. 6 1s a block diagram of an anomaly prediction
and classification element used as part of a core processing
engine to which the principles of the present disclosure are
applicable;

[0020] FIG. 7 1s a block diagram of a tuning algorithm

clement used as part of a core processing engine to which the
principles of the present disclosure are applicable;

[0021] FIG. 8 1s a flow chart of an exemplary process 800
for predicting anomalies 1n a system to which the principles
of the present disclosure are applicable; and

[0022] FIG. 9 and FIG. 10 are graphs comparing the
predictive data values to the received data values as pro-
cessed by a core processing engine to which the principles
of the present disclosure are applicable.

DETAILED DESCRIPTION

[0023] The present disclosure may be applicable to vari-
ous types of systems that may be aflected by unanticipated
or unexpected operational anomalies. Such systems may
include, but are not limited to manufacturing, electrical,
clectronic, mechanical and electromechanical systems. The
principles of the present disclosure may easily be extended
to address issues in specific 1ssues with other types of
systems that are based on computer and/or communications
systems, such as, but not limited to, financial systems,
weather monitoring systems, and the like.

[0024] The present description illustrates the principles of
the present disclosure. It will thus be appreciated that those
skilled 1n the art will be able to devise various arrangements
which, although not explicitly described or shown herein,
embody the principles of the present disclosure and are
included within the scope of the claims.

[0025] All examples and conditional language recited
herein are intended for pedagogical purposes to aid the
reader in understanding the principles of the present disclo-
sure and the concepts contributed by the inventor(s) to
furthering the art and are to be construed as being without
limitation to such specifically recited examples and condi-
tions.

[0026] Moreover, all statements herein reciting principles,
aspects, and embodiments of the principles of the present
disclosure, as well as specific examples thereot, are intended
to encompass both structural and functional equivalents
thereof. Additionally, 1t 1s intended that such equivalents
include both currently known equivalents as well as equiva-
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lents developed 1n the future, 1.¢., any elements developed
that perform the same function, regardless of structure.

[0027] In the embodiments hereof, any element expressed
or described, directly or indirectly, as a means for performs-
ing a specified function 1s intended to encompass any way of
performing that function including, for example, a) a com-
bination of elements that performs that function or b) any
mechanism having a combination of electrical or mechanical
clements to perform that function. The disclosure as defined
by such claims resides in the fact that the functionalities
provided by the various recited means are combined and
brought together in the manner which the claims call for. It
1s thus regarded that any means that can provide those
functionalities are equivalent to those shown herein.

[0028] It should be understood that the elements shown 1n
the figures may be implemented in various forms of hard-
ware, soltware, or combinations thereof. Preferably, these
clements are implemented 1n a combination of hardware and
soltware on one or more appropriately programmed general-
purpose devices, which may include a processor, memory,
and mput/output interfaces. Herein, the phrase “coupled™ 1s
defined to mean directly connected to or indirectly con-
nected with one or more intermediate components. Such
intermediate components may include both hardware and
software based components.

[0029] Thus, for example, 1t will be appreciated by those
skilled 1n the art that the block diagrams presented herein
represent conceptual views of illustrative system compo-
nents and/or circuitry embodying the principles of the dis-
closure. Similarly, 1t will be appreciated that any flow charts,
flow diagrams, state transition diagrams, pseudocode, and
the like represent various processes which may be substan-
tially represented in computer readable media and so
executed by a computer or processor, whether or not such
computer or processor 1s explicitly shown.

[0030] The functions of the various elements shown 1n the
figures may be provided through the use of dedicated
hardware as well as hardware capable of executing software
in association with appropriate software. When provided by
a processor, the functions may be provided by a single
dedicated processor, by a single shared processor, or by a
plurality of individual processors, some of which may be
shared. Moreover, explicit use of the term “processor”,
“module” or “controller” should not be construed to refer
exclusively to hardware capable of executing software, and
may 1mplicitly include, without limitation, a System on a
Chip (SoC), digital signal processor (“DSP”’) hardware, read
only memory (“ROM”) for storing software, random access
memory (“RAM”), and nonvolatile storage.

[0031] Other hardware, conventional and/or custom, may
also be included. Similarly, any switches shown in the
figures are conceptual only. Their function may be carried
out through the operation of program logic, through dedi-
cated logic, through the interaction of program control and
dedicated logic, or even manually, the particular technique
being selectable by the implementer as more specifically
understood from the context.

[0032] The present embodiments address 1ssues associated
with applying machine learning techniques and data analyt-
ics to operational systems and devices that have operational
anomalies during normal operation. The operational anoma-
lies may require attention by an operator or technician, and
In some cases, may force operation to cease resulting in
unexpected downtime, or may even cause potentially cata-
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strophic failure events, as described above. The operational
anomaly may be identified by an operator or skilled tech-
nician when 1t occurs. However, the operator or skilled
technician 1s not likely able to predict the presence of future
anomalous behavior of components in the system that can
lead to the operational anomaly. Applying traditional Al
techniques through machine learning algorithms to anomaly
detection and/or 1dentification can lead to anomalies that are
not actually anomalies when further evaluated by operator or
skilled technician, referred to as “false anomalies”. These
false anomalies are often generated or predicted by the
algorithms since unexpected anomalies 1n data often cause
issues 1n the algorithms. The predicted anomalies generated
by the algorithms usually require additional review by a
skilled technician 1n order separate the true anomalies from
the false anomalies. The additional review 1s both expensive,
time 1ntensive, and potentially mnethicient.

[0033] The present embodiments address the problems
associated with improper or incorrect anomaly detection
and/or 1dentification (1.e., false anomalies) that can occur
using the conventional machine learning techniques by
forecasting or predicting the presence of these false anoma-
lies. By i1dentifying the presence of operational anomalies
that have previously occurred, operational anomalies may be
predicted 1n the future based on anomaly data values derived
from the predicted data values from the sensors. Proactive
actions may be taken to prevent unplanned downtime due to
events that occur as a result of the operational anomaly.
These proactive actions additionally increase satety, energy
elliciency, and reliability 1n systems, such as manufacturing
facilities and supply chains. The presence of operational
anomalies 1n the future that may be false anomalies can also
be 1dentified to prevent unnecessary interruption to opera-
tions.

[0034] The present embodiments include anomaly detec-
tion and classification mechanisms that operate on both the
received data from components 1n the system as well as the
predictive or expected data for the components generated by
machine learning algorithms processing the received data.
The machine learning algorithm processes the received data
in a multivaniate fashion, using all of the received data from
the components to generate the predictive or expected data
for specific elements associated with the components. The
anomaly information for the anomaly detection and classi-
fication mechanism that operates on the received data may
be used to mmprove the operational anomaly prediction
capability of the anomaly detection and classification
mechanism that operates on the predictive or expected data.
Further, the anomaly information from both anomaly detec-
tion and classification mechanism may be compared with the
results of the comparison used to modily the machine
learning algorithms. In this manner, the issues associated
with 1dentifying and separating false anomalies from the set
of predicted anomalies 1s addressed by detecting anomalies
on the predictive or expected output of a self-supervised
multivariate machine learning algorithm. The mechanisms
may extend to allow the machine learning algorithms to be

more robust to any prediction task presented to the algo-
rithms.

[0035] Turning now to FIG. 1, a block diagram of an
exemplary embodiment of a portion of a system 100 that
includes sensor and control capabilities according to aspects
of the present disclosure 1s shown. System 100 includes
sensor and control capabilities often found 1n many manu-
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facturing facilities as well as many devices. System 100 may
be incorporated 1nto any electrical, mechanical, or electro-
mechanical system or device that can benefit from and
utilize data analytics to 1improve operation. Such a system
may be utilized 1n conjunction with manufacturing equip-
ment, such as fluid pumps, motors and the like, or commu-
nication devices, such as network computers, servers, rout-
ers, gateways, and the like. System 100 1ncludes sections of
pipe 110 used to contain some form of a fluid or gas as part
of a larger fluid or gas flow system. The direction of flow of
the tluid or gas 1s shown by an arrow. Two sections of pipe
110 are mechanically coupled to a sensor structure or meter
120. The sensor structure or meter 120 1s coupled, electri-
cally and/or mechanically, to a sensor interface 130. The
sensor interface 1s electrically coupled to a data processing
device 140. The data processing device 140 1s electrically
coupled to a control interface 160. The control interface 1s
coupled, electrically and/or mechanically, to a flow control
valve 170, which 1s also coupled to two sections of pipe 110.
The data processing device 140 1s also electrically coupled
to a user device 150. A network connection for the data
processing device 140 1s also included. It 1s worth noting
that some elements necessary for operation of system 100

are not shown as they are well known to those skilled in the
art

[0036] The sensor structure 120 monitors various charac-
teristics of the flow of the fluid or gas through the pipes 110
as part of the overall operation of system 100. In order to
monitor the various characteristics, a plurality of different
types of sensors may be included 1n the sensor structure 120.
The sensors may be used to monitor and generate data values
associated with or related to the various characteristics.
Examples of the types of sensors that may be used include
but are not limited to, temperature sensors, rotational sen-
sors, vibrational sensors, chemical sensors, accelerometers,
flow rate sensors, pressure sensors and the like. In an
embodiment, sensor structure 120 may include sensors to
monitor tlow rate of the fluid, voltage of the sensor, current
drawn by the sensor, temperature of the fluid, temperature of
the sensor, pressure of the fluid, acceleration of the sensor in
a first direction and acceleration of the sensor 1n a second
direction. In some embodiments, either the sensor structure
120 1tself, or one or more of the individual sensors 1n sensor
structure 120, may provide data values continuously or 1n a
periodic manner. In some cases, either the sensor structure
120 1tself, or one or more of the individual sensors, may
provide data values only when requested, (e.g., by sensor
interface 130).

[0037] The sensor intertace 130 provides the electrical
interface between the one or more sensors 1n the sensor
structure 120 and an electronic signal processing device,
such as data processing device 140. The sensor interface 130
may include an electrical or electromechanical property or
characteristic conversion mechanism for one or more of the
sensors. For example, the sensor interface 130 may include
a conversion mechamsm to convert the electrical voltage
created by a vibrational or rotational sensor to a digital
signal. Further, the sensor interface 130 may include a signal
aggregator to allow the collection of a set of sensor signals
from 1ndividual sensors 1n sensor structure 120 to be com-
municated as digital data values.

[0038] The data processing device 140 recerves the data
values from the sensor interface 140 through some type of
local network connection. The local network connection
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may be a wired, such as ethernet or a local bus (e.g.,
inter-integrated circuit bus), or may be a wireless connec-
tion. The data processing device provides the signal and data
processing capabilities and storage needed for maintaining
current and past data values as well as producing any desired
outcomes for characteristics of system 100. The data pro-
cessing device 140 includes hardware circuits and/or sofit-
ware code for processing the signals and data values from
the sensors to 1dentily data anomalies 1n the data values. The
data processing device 140 further includes machine leamn-
ing hardware circuits and/or soltware code to generate
predictive data values for additional data including data
values beyond the current point 1n time. The predictive data
values, often referred to as expected data values, may further
be analyzed to identily data anomalies 1 the predictive
values. The processing and analysis may include predicting
an operational anomaly that will require attention before the
anomaly forces a component or piece of equipment to fail or
be taken out of operation. The identified data anomalies,
including the data anomalies 1n the predictive data values,
may be used as part of a fluid or gas flow control mechanism
through control interface 160 and tlow control valve 170.
The data processing device 140 may include one or more
processors, signal processors, arithmetic processors, and
controllers for performing operations on the data values
received from the sensor structure 120 through the sensor
interface 130. The data processing device 140 may also
include one or more types of memory or storage as well as
a connection to an external network for communicating data
value and/or results from processing to other elements in
system 100, including user device 150. The data processing
device 140 may also include various other more local
interfaces for connecting auxiliary equipment, such as key-
boards, display monitors, and the like. The data processing
device 140 may further be embodied as a server, a desktop
computer, a mainirame computer, and the like.

[0039] The control interface 160 receives control com-
mands generated at the data processing device 140. The
control commands may be generated based on the data
values from the sensor structure 120 and processed through
the sensor interface 130 and data processing device 140 in
a manner similar to that described above. Additionally or
alternatively, the control commands may be generated as a
result of inputs from a user (e.g., an operator or technician)
and provided to control interface 160 through data process-
ing device 140. The user may provide mputs directly into the
data processing device 140 or may provide inputs remotely,
such as over a network or through the user device 150. The
inputs from the user may be based on information associated
with the data anomalies identified in the data processing
device The control commands may include any changes to
the operation of the flow control valve 170. For example, a
control command may be sent to the tlow control valve 170
from the data processing device 140 through the control
interface 160 to alter the operational position of the flow
control valve based on processed data values, such as
identified operational anomaly information, associated with
sensor structure 120.

[0040] It 1s worth noting that 1n some embodiments, some
control commands may be generated in the data processing
device 140 without further input from the user. The control
commands may be generated automatically based on the
data values from the sensor structure 120 as part of software
programming instructions included in the data processing
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device 140. In this manner, the data processing device 140
may operate in a semi-autonomous manner by predicting,
operational anomalies that can lead to events occurring 1n
the system based on mnput data from sensors in the system.
The data processing device 140 may further proactively
control a part of the system to prevent the occurrence of the
events before they happen.

[0041] The user device 150 recerves any output data from
the data processing device through a network connection
(c.g., a local area network connection) and provides the
output data through some form of user interface to a user
(e.g., an operator or technician). In some cases, the user may
request information or specific data from one or more of the
sensors 1n the sensor structure 120 or may request specific
information or data based on the processing of signals and
data from the following sensor or meter performed 1n the
data processing device. Additionally, control commands
may also be entered by a user through the user interface and
provided to the data processing device 140, as described
above. The control command may be based on reviewing
outcomes of the processing, including the identification of
an anomaly as described above.

[0042] In some embodiments, the output data from the
edge processing device 1s the outcome for a result or
operational characteristic of the system or device that is
requested by the user. For example, the outcome may be the
identification of an anomaly at a point 1n time in the future
that 1s likely to cause a failure of a component, 1n a piece of
manufacturing equipment utilizing a fluid flow system such
as system 100. The outcome may be provided to the user as
the number of remaining punches that can be performed
before failure. Another example may be the 1dentification of
a need for maintenance on a component based on the
identification of an anomaly 1n the operation of the compo-
nent at a point 1n time 1n the future.

[0043] It 1s worth noting that, in some cases, the sensor
interface 120, the control interface 160, and/or the user
device 150 may all utilize a common local network inter-
tace. Examples of common local network intertaces include,
but are not limited to, ethernet, umiversal serial bus (USB),
Bluetooth, and the like. Additionally, the external network
that 1s connected to the data processing device 140 may
include one or more communication mediums (e.g., wired,
wireless) and networks that may all be interconnected, in
some cases, through the internet. Some of the networks may
be private networks using proprietary network protocols
while others may be public or standardized networks, such
as ethernet, the institute for electrical and electronics engi-

neers (IEEE) standard 802.11, cellular standards, 3G, 4G, or
5@, and the like.

[0044] Turning to FIG. 2, a block diagram of an exemplary
data processing device 200 according to aspects of the
present disclosure 1s shown. Data processing device 200
may be used as part of a system, such as system 100
described 1n FI1G. 1. The data processing device 200 includes
a processor 210, a storage unit 220, an mnput interface 230,
an output interface 240, and user interface 250, and a
network interface 260 which are connected together electri-
cally or otherwise coupled together by a communication
bus. In some embodiments, one or more elements shown 1n
the edge processing device of FIG. 2 may be coupled
together by a mechanism other than a bus connection. It 1s
worth noting that some elements necessary for operation of
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an edge processing device like that shown 1n FIG. 2 are not
shown as they are well known to those skilled in the art.

[0045] The network interface 260 provides an interface
between the data processing device 200 and a network, such
as the network described in FIG. 1. Data and information
may be communicated to and from processor 210 and one or
more external devices connected to the network. The net-
work interface 260 may be communicable with the network
via a cable or wireless communication medium using one or
more communication protocols. The communication proto-
cols mclude, but are not limited to, IEEE 802.3 (Ethernet),
IEEE 802.11, cellular 3G, cellular 5G, and the like.

[0046] The processor 210 controls operations of the data
processing device 200. Processor 210 also receives data
values, such as data values from data streams generated by
one or more sensors (e.g., the sensors in sensor structure 120
in FIG. 1) through either network interface 240. Process 210
turther processes the received data values and performs any
computations necessary for operations associated with the
functions needed to implement any of the processes used to
determine anomalies 1n the received data values. Processor
210 additionally implements one or more machine learning
algorithms to identily or predict additional data values and
anomalies for points in time 1n the future. Processor 210 may
be formed or embodied by any known and suitable hard-
ware, or software, or a combination of hardware and soft-
ware. For example, processor 210 may be formed by dedi-
cated hardware such as a processing circuit, or by a
programmable processing and arithmetic logic unit, such as
a Central Processing Unit (CPU), that 1s used to execute a
program stored in storage unit 220.

[0047] The storage unit 220 stores at least one program to
be executed by the processor 210, and various data, includ-
ing current and/or past data values and used as part of
computations performed by the processor. The storage unit
may also store intermediate data of computations performed
by the processor, as well as results or data used by other
clements 1n data processing device 200. Storage unit 220
may also store data and information recerved from a network
through network interface 260 as well as data and informa-
tion received from and provided to a user through network
interface 230. The storage unit 220 may be formed or
embodied using any suitable storage or means capable of
storing any programs, data, or the like in a computer-
readable manner. Examples of elements that may comprise
the storage unit include non-transitory computer-readable
storage media such as semiconductor memory devices, and
magnetic, optical, or magneto-optical recording media
loaded into a read and write umit. The semiconductor
memory devices may include but are not limited to, RAM,

ROM, Electrically-Erasable Programmable ROM (EE-
PROM), and flash memory.

[0048] The input interface 230 provides an interface
between the data processing device 200 and a set of data
sources or sensors (e.g., sensor 120) used 1n a system, such
as system 100 described 1n FIG. 1. Data and information
may be communicated to processor 210 from the data
sources or sensors either through a direct connection or
through another interface, such as sensor interface 130. The
input interface 230 may include a physical interface for
either a wired or wireless communication medium. The
input interface 230 may be configured to use one or more of
the standard communication protocols similar to those
described above for network communication. In some
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embodiments, the communication protocol may be a pro-
prictary protocol used specifically for the data sources or
SEensors.

[0049] The output interface 240 provides an interface
between the data processing device 200 and one or more
control elements (e.g., flow control valve 170) used 1n a
system, such as system 100 described in FIG. 1. Informa-
tion, such as control commands, may be communicated from
processor 210 to the control elements through a direct
connection or through another interface, such as control
interface 160. The output interface 240 may 1include a
physical interface for either a wired or wireless communi-
cation medium and configured to use standard communica-
tion protocols similar to input interface 230. In some
embodiments, the output interface 240 may use a proprietary
communication protocol that 1s specific for the control
clements.

[0050] It 1s important to note that although input interface
230 and output interface 240 are described as configured to
communicate i only one direction, in some embodiments,
one or both of mput interface 230 and output intertace 240
may be configured to communicate bidirectionally. Bidirec-
tional communication may allow the mput interface 230 to
provide requests for data made from processor 210 to the
data sources or sensors. Bi-directional communication may
turther allow the output interface to provide an acknowl-
edgement of receipt and/or execution of control commands
generated from the control elements to be provided to
processor 210. In some embodiments, one or both the data
sources or sensors and the control elements may be config-
ured to communicate over a network that i1s coupled to
network interface 260. As such, one or both of mput inter-
tace 230 and output interface 240 may not be included as
part of data processing device 200.

[0051] User interface 230 may include circuitry and physi-
cal interface components for one or more mnput elements that
may be used by a user for entering data and/or control the
operation of data processing device 200. The one or more
input elements include, but are not limited to a keyboard, a
mouse, a trackball, microphone, a touch panel, and the like.
User interface 230 may also include circuitry and physical
interface components for one or more output elements that
may be used by a user to retrieve and consume information
received and/or processed by data processing device 200.
The one or more output elements include, but are not limited
to, a display unit, a speaker, a vibratory unit, and the like. In
some embodiments, the user interface may also utilize
common physical interfaces allowing external devices hav-
ing both input and output capabilities to interface to the data
processing device. The external devices include, but are not
limited to, a cell phone, a tablet computer, a laptop com-
puter, and the like.

[0052] Tumning to FIG. 3, a block diagram of a core
processing engine 300 used 1n a data processing device
according to aspects of the present disclosure 1s shown. The
core processing engine may be used as part of a processor 1n
a data processing device, such as data processing device 200
described 1n FIG. 2. The core processing engine 300 may
also be used as part of the data processing device 140
described in FIG. 1. The core processing engine 300 may be
embodied 1n any combination of hardware, solftware, or
firmware. For example, the core processing engine may be
created using software modules and coded 1nto a micropro-
cessor or microcontroller. The software modules may also be
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stored 1n a memory (e.g., storage unit 220 1 FIG. 2) and
loaded 1nto a microprocessor (e.g., processor 210) as part of
device mitialization. Alternatively, the core processing
engine 300 may be assembled using hardware configuration
code (e.g., Verilog high definition language (VHDL) as part
of a configurable hardware gate array device.

[0053] The core processing engine 300 includes a multi-
variate machine learning algorithm (MVMLA) element 310
that receives data values from a set of sensors incorporated
in a sensor element associated with a component (e.g.,
sensor structure 120 described 1n FIG. 1). The MVMLA 310
1s coupled to an anomaly prediction and classification (APC)
clement 330. The core processing engine 300 also 1ncludes
an anomaly detection and classification (ADC) element 320

that also receives the data values from the set of sensors. The
APC 330 and ADC 320 elements are both coupled to a

tuning algorithm (TA) element 350. TA 350 1s coupled back
to MVMLA 310. The APC 330 1s also coupled to a notifi-
cation generator 360, which provides outcomes or notifica-
tions to other parts of the data processing device (e.g., data
processing device 200), such as a remainming section of the

processor, the user interface, or the network interface. A
memory 340 1s also coupled to each of the MVMLA 310,

ADC element 320, APC element 330, TA 350, and notifi-
cation generator 360.

[0054] In operation, a set or series ol data streams repre-
senting data values from a plurality of data sources or
sensors (e.g., sensor structure 120 through sensor interface
130 in FIG. 1), 1s provided to both MVMLA 310 and ADC
320. Each of the data values either includes a time stamp that
was either part of the recerved data stream or was added by
the processor (e.g., processor 210 in FIG. 2) in the data
processing device. The MVMLA 310 applies a set of
machine learning algorithms to the data values 1n each data
stream to generate and 1dentify a set of additional data values
for points in time 1n the future, or beyond the current point
in time, as predictive or expected data values. Each of the
predictive data values also includes a time stamp similar to
the data values provided to MVMLA 310. In most cases, the
machine learning algorithms utilizes the current data values
in each of the data streams as well as a set of past data values
from each of the data streams. The past data values may be
retrieved from a memory (e.g., memory 340 or storage unit
220 1 FIG. 2). In some embodiments, the current data
values for some or all of the set of data streams are provided
to each of the machine learning algorithms used to generate
the predictive data values for each of the data streams.

[0055] The ADC element 320 further processes the current
data value 1n each of the data streams, as well as a set of past
values for each of the data streams, to 1dentily anomalous
values 1n the data streams to generate a set of anomaly data
values that can be formed into an anomaly value stream for
cach of the received data streams. The current value, along
with the set of past values, are processed to 1dentily anoma-
lies 1n the values from the data at the current point 1n time
for each of the set of data streams. The past values may be
stored 1n and retrieved from a memory (e.g., memory 340 or
storage unit 220 1n FIG. 2).

[0056] The identified anomalies may be further classified
as part of identifying or determining that an operational
anomaly has occurred for the component or components
associated with the data sources or sensors. In some embodi-
ments, the classification may be further reviewed by a user
(e.g., skilled technician or operator) to associate an event
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(¢.g., a Tailure or other 1ssue 1n the system) with one or more
of the classes of idenftified anomalies. For example, an
operational anomaly may be identified based on anomaly
data values generated for the data stream received from a
flow rate sensor along with anomaly data values generated
for the data stream received from a pressure sensor 1n a
sensor element (e.g., sensor element 120 1 FIG. 1). The
identified anomalies may be classified as a type ol opera-
tional anomaly. The user may review the identified and
classified operational anomaly and determine that an event
has occurred i1n the system based on the operational
anomaly. The user may associate that event with the clas-
sification of that operational anomaly. The classification and
assoclated event may be used to identify and/or classily
future operational anomalies that may be identified 1n ADC
320 as well as future predicted operational anomalies that
may be 1dentified 1n APC 330. The classification and asso-
ciated event may also be used for data values received from
other sensor elements that may be at other points or asso-
ciated with other components 1n the system. The classifica-
tion information, including the event associated with the
classification, as well as the corresponding operational
anomalies, may be stored in the memory for use as part of
the classification performed in APC 330.

[0057] The predictive data values for each of the data
streams from the MVMLA 310 are provided to the APC 330.
The APC 330 operates 1n a manner similar to the ADC 320
clement to generate a set of predictive anomaly data values,
often referred to as expected anomaly data values, which can
be formed 1nto another anomaly value data stream, referred
to as the predictive or expected anomaly value data stream.
The APC 330 uses a set of predictive data values 1n place of
the current and past values 1n place of the current values and
the set of past values that are used in ADC 320. The past
predictive values may be stored i and retrieved from a
memory (e.g., memory 340 or storage unit 220 in FIG. 2).
The predictive anomaly value data stream 1s used to 1dentily
anomalies 1n the predictive data values generated for the set
of data streams 1n a manner similar to ADC 320. The APC
330 also classifies those anomalies to use 1n identifying an
operational anomaly that will or 1s likely to occur at a point
in time past the current point in time for the component or
components associated with the data sources or sensors. The
classification may 1nclude comparing the predictive
anomaly data values to anomaly data values from prior
operational anomaly classification 1dentified and determined

either by ADC 320 or APC 330.

[0058] If an operational anomaly 1s 1dentified, the identi-
fied point 1n time, along with information about the opera-
tional anomaly based on the classification 1s provided to the
notification generator 360. The notification generator 360
packages the information as a signal and provides the signal
to other parts of the data processing device. In some embodi-
ments, the signal may be an email or text message that 1s to
be provided to an external network through a network
interface (e.g., network interface 260 1in FIG. 2). In some
embodiments, the signal may include mformation to make
an audible sound or display a visual indication through a
user interface (e.g., user interface 250). In some embodi-
ments, the signal may be an email or text message and may
include information for audio or visual display that 1is
provided to a user device (e.g., user device 150 in FIG. 1)
connected to the data processing device.
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[0059] Memory 340 may be considered a local or short
term memory storage clement. Memory 340 1s primarily
used to store predictive data values generated for each of the
data streams as well as the values 1n the predictive anomaly
value data stream to assist 1n time alignment to newly
received current data values in the set of data streams as part
of processing 1n TA element 350. As such, memory 340 may
be embodied as some form of RAM as described above.

[0060] It 1s worth noting that in some embodiments one or
more ol the machine learning algorithms used as part of
MVMLA 310 may require a training phase prior to normal
operation. During the training phase the machine learning
algorithm 1s applied to known data values, such as data
values previously received, and referred to as training data.
A portion of the traiming data 1s used to find operating
parameters for the machine learning algorithm, such as
coellicients 1 a polynomial or weights for values in an
equation, which produce a minimum amount of error
between the training data and the corresponding predictive
data generated by the machine learning algorithm. In many
cases, any remaimng tramning data may be used to test the
operating parameters. This process may be repeated a num-
ber of times to improve the performance of the machine
learning algorithm. Other elements in the core processing
engine 300 may also be used during the training phase, such
as the ADC element 320, APC element 330, and the TA
clement 350. Further, in some cases, the training phase may
be re-entered during normal operation, often referred to as
re-training.

[0061] The TA element 350 may also perform some form
of time alignment of values between the predictive anoma-
lous value data stream and anomalous value data stream.
The time alignment of the streams 1s important, particularly
during an 1nitial training phase, but also during normal
operation as needed. The TA element 350 further processes
the predictive anomaly value data stream along with the time
aligned anomaly value data stream to generate information
used to modily or replace one or more of the machine

learning models 1 the MVMLA 310. TA eclement 350
provides the information back to the MVMLA 310 {for
application to the next currently received data values 1n the
data streams.

[0062] Turning to FIG. 4, a block diagram of a MVMLA
400 used as part of a core processing engine according to
aspects of the present disclosure 1s shown. MVMLA 400
may operate 1n a manner similar to that described above for
MVMLA 310 and may be as part of a core processing engine
as described in FIG. 3. In some embodiments, MVMLA 400
1s configured to use a multivariate time series forecast
algorithm, referred to as a MV'TSE. Other embodiments may
be configured to use other algorithms including, but not
limited to, long short-term memory (LSTM), autoregressive
integrated moving average (ARIMA), and seasonal ARIMA
(SARIMA). In MVMLA 400, data streams from a set of
sensors, labeled sensor a to sensor N, are provided to data
mampulation element 410. The data manipulation element
410 1s coupled to each of a set of time series forecasters
(TSFs) 420a-420N. Each TSF 4204-420N 1s coupled to a
predictive value collator 430. Predictive value collator 430
provides a set ol separate data streams representing the
predictive data values for each of the data streams associated
with the set of sensors (1.e., sensor a to sensor N) to an APC
(e.g., APC 330). Predictive value collator 430 1s also

coupled to data manipulator element 410. Further, a con-




US 2023/0038977 Al

nection from the TA element (e.g., TA 350) in the core
processing engine 1s provided to each one of the TSFs

420a-420N.

[0063] It 15 worth noting that the number of data streams
from the sensors that are associated with any component 1s
variable and depends on several factors, including the type
of component, the types of sensors that are used and the
complexity of the system. In an embodiment similar to the
embodiment described in system 100, eight data streams are
generated from the sensors included 1n sensor structure 120.
The sensors may be labeled sensor a to sensor h. In a stmilar
manner the TSFs may be labeled TSF 420a-420/4. In other
embodiments, more or fewer sensors may be used and may
generate more or fewer data streams.

[0064] The data manipulation element 410 receives and
processes the incoming data streams to convert and/or
transiorm the data values into a format that can be processed
by each of the TSFs 420a-420N. For example, the data
manipulation element 410 may transform raw or unformat-
ted data values 1n a data stream from one or more of the
sensors mnto sine wave values (1.e., amplitude & frequency).
In some embodiments, each one of the data streams may be
processed through a different transformation or conversion
process 1n the data manipulation element 410. The transior-
mation or conversion process for any of the data streams
may be modified or replaced using information provided
back from the predictive value collator 430 based on the
predictive values generated by TSFs 420a-420N. In some
embodiments, the transformation or conversion process may
additionally be modified or replaced based on information
provided back from the TA element (e.g., TA 350 in FIG. 3)
as will be discussed 1n more detail below. In this manner,
data manipulation element 410 minimizes the need for
additional human involvement or assistance in assessing the
types of transformations and conversions that are used in
processing the recerved data streams from the set of sensors.

[0065] The processed data values in the data streams
associated with the sensors from the data mampulation
clement 410 are each provided to TSF 420a-420N. TSF
420a-420N are configured to process a series of data values
in time, based on the time stamps. The data values 1nclude
the current time data values as well as a set of past time data
values typically continuing backwards i time from the
current time data value. The past time data values may be
retrieved from a memory or storage unit (e.g., memory 340
or storage unit 220 in FIG. 2). The number of past time data
values that are used may be predetermined based on the
machine learning algorithm and/models that are used or may
be selected by the user. In an embodiment, five past time
data values from each stream are used. In some embodi-
ments, the number of past time data values may be dynami-

cally adjusted either by the TSF model or through informa-
tion provided by the TA element (e.g., TA 350 1n FIG. 3).

[0066] As shown, the current time data values, along with
the set of previous time data values, for each of the data
streams are provided to each one of TSFs 420a-420#n as
described above. In some embodiments, the current time and
previous time data values for only a subset of the data
streams may be supplied to each one of TSFs 420a-420#. In
general, the data values for the data stream associated with
the corresponding TSF 1s likely always provided. In other
words, the data stream from sensor a will be provided to TSF
420q, and so on. Further, in some embodiments, the subset
of data streams used to supply the current and past data
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values may be different for each of one of the TSFs
420a-420N. In some embodiments, the data values for the
set of data streams provided to each of the TSFs 420a-420N
may be weighted. In some embodiments, the set of data
streams provided to each of the TSFs 420a-420N and/or the
weighting of the data values for each data stream in the set
of data streams may be predetermined by a user. In some
embodiments, the set of data streams provided to each of the
TSFs 420a-420N and/or the weighting of the data values for
cach data stream 1n the set of data streams may be deter-
mined as part of the training phase for the machine learming
algorithm.

[0067] TSFs 420a-420n process the current time and pre-
vious time data values to generate or form a next time data
value, referred to as a first predictive data value. That
predictive data value 1s associated with one corresponding
data stream generated from one corresponding sensor. That
1s, TSF 420a generates predictive data values for the data
stream generated by sensor a and so on. In this manner each
one of TSFs 420a-420N produces a single output, or pre-
dictive data value, based on a multivanate, multiple 1mput
data stream prediction. Depending on the machine learning
model used, TSFs 4204-420N form successive predictive
data values using some combination of one or more of the
previous predictive data values along with some or all of the
current time values and past time data values. In theory, time
series forecast algorithms may continue to generate succes-
sive predictive data values forever. However for practical
reasons, including diminishing accuracy of the prediction
and the amount of time needed for processing, a time limait
1s typically established and used. In an embodiment, TSFs
420a-420N generate predictive data values at a rate of 100
times the incoming rate of data values resulting 1n predictive
values for a time window 10 minutes beyond the current
point 1 time. As a result, 600 future predictions are gener-
ated for each new data value received from each stream at
an incoming data rate of one new data value per second. In
other embodiments, predictive data rates and/or time win-
dows may be used based on different incoming data rates
and implementation and may further depend on predictive
accuracy considerations. The predictive data values gener-
ated by TSFs 420a4-N may be stored in a memory (e.g.,
storage unit 220 1in FIG. 2 or memory 340 1n FIG. 3).

[0068] Further, each time a new set of processed current
data values are provided from data manipulator 410, each of
the TSFs 420a-420N may process the new current time data
values and a new set of previous time data values, including
the old current time data values, to generate a new {first
predictive data value. The new first predictive value 1s at a
point 1n time that 1s subsequent to the first predictive value
generated above. In this manner, the predictive data values
beyond the current time data values may also be constantly
updated based on new data values received in the data
streams, potentially operating 1n real time with the genera-
tion of data values from the sensors.

[0069] TSF 4204-420N may use any one or more of the
various models associated with time series forecasting algo-
rithms that are commonly employed as part of a machine
learning algorithm or process. In general, the time series
forecaster should include stochastic simulation that generate
statistical models to describe the likely outcome of the time
series 1n the immediate future, given knowledge of the most
recent outcomes as well as alternative versions of the time
series to represent what might happen over non-specific
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time-periods in the future. Further, in order to address the
multi-varniate aspects of the predictions, the statistical mod-
¢ls may incorporate aspects of autocorrelation functions and
spectral density functions as well as cross-correlation func-
tions and cross-spectral density functions. In an embodi-
ment, each one of TSFs 420¢-420N may use a model
referred to as a gradient boosting tree. In other embodi-
ments, each one or more of TSFs 420a-420N may utilize
another model and/or use different models. Further, any one
of the models used by TSFs 420a-420» may be adjusted
and/or replaced as a result of information provided back
from the TA element (e.g., TA 350 1n FIG. 3). The adjust-
ment and/or replacement may be done as part of a training,
phase for the machine learning operation of the core pro-
cessing engine or may be done during evaluation of the
actual real time data streams, either continuously, periodi-
cally, or by request by the end user (e.g., technician or
operator). The adjustment and/or replacement as a result of
information from the TA element will be described in further
detail below.

[0070] The set of predictive data values for each of the
data streams associated with TSFs 420a-420N are provided
to the predictive value collator 430. The predictive value
collator 430 collects the predictive values for each of the
data streams and groups them to each of their respective data
streams 1n proper time order. The predictive value collator
430 provides the predictive data streams to the next element
in the core processing element (e.g., APC element 330). The
predictive value collator may further provide any additional
data transformation required for the predictive data values as
needed for use 1n the next element. The predictive value
collator 430 may also provide one or more updated values
used for the transformation and/or conversion of the incom-
ing data stream to the data manipulation element based on
the resulting predictive data streams from TSFs 420a-420N.

[0071] Turning to FIG. 5, a block diagram of an ADC

clement 500 used as part of a core processing engine
according to aspects of the present disclosure 1s shown. The
ADC element 300 may be used as part of core processing,
engine 300 as described 1n FIG. 3. In ADC element 500, data
streams from a set of sensors, labeled sensor a to sensor N,
as described above are provided to a respective anomaly
detector 510a-510N. The anomaly detectors 510a-510N are
coupled to a detected anomaly value collator 520. The
detected anomaly value collator 520 provides a set of
separate data streams, referred to as anomaly value data
streams as described above, to a TA element (e.g., TA 350).

[0072] The anomaly detectors 310a-510N receives and
processes the incoming data streams as described above to
generate anomaly data values corresponding to each of the
data values in the data streams. The anomaly data values
may be normalized 1n scale allowing ease of setting an
anomaly threshold level. In an embodiment, anomaly data
values may be represented as digital values. For example,
the anomaly data values may be binary values (e.g., a series
of ones and zeroes). In other embodiments, the anomaly data
values may be represented as boolean values (e.g., true/false
values). In still other embodiments, more complex, analog,
or multi-level representations may be used. As described
above for TSFs 420a-420N, each of the anomaly detectors
410a-410N correspond to a data stream from a respective
sensor (e.g., sensor a to sensor N). Unlike TSFs 420a-420N,

only the one corresponding data stream 1s provided to each
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of the anomaly detectors 510a-510N. That 1s, the data stream
from sensor a 1s provided to anomaly detector 510a and so
on

[0073] The anomaly detectors 510a-510N may be 1mple-
mented as simple value threshold detectors but more typi-
cally utilize a more complex analysis approach based on a
probability model, such as a Gaussian distribution. In some
cases, anomaly detectors 510a-510N may further include
multivariate adaptive statistical filtering (MASEF). These
approaches may compute statistics in multiple time dimen-
sions for the data, including the context based on when 1n
time (e.g., hour of day, etc.) the data 1s taken, and attempt to
identily and determine 11 specific values or sets of values are
anomalies. For example, anomaly detectors 510a-510N may
utilize a relative entropy model, also referred to as a Kull-
back-Leibler divergence model. In other embodiments, other
combinations of types of detectors and/or models may be
used. It 1s worth noting that one or more of anomaly
detectors 510a-510N may utilize a different type of detector
and/model.

[0074] FEach set of anomaly data values 1s provided to
detected anomaly value collator 520. The detected anomaly
value collator 520 collects the anomaly data values for each
of the data streams and groups them into anomaly value data
streams that are associated with each of their respective data
streams 1n proper time order. The detected anomaly value
collator 520 provides the anomaly value data streams to the
next element 1n the core processing element (e.g., TA 350).
The detected anomaly value collator 520 may also provide
any additional data transformation required for the predic-
tive data values as needed for use 1n the next element. It 1s
worth noting that the detected anomaly value collator 520
may also include the capability to classily operational
anomalies for the component associated with one or more of
the sensors based on identifying data values in the anomaly
value data streams that exceed an anomaly value threshold
as described above. The detected anomaly value collator 520
may further provide one or more of the anomaly data values
for each of the anomaly value data streams along with any
classification information to a memory (e.g., memory 340 1n

FIG. 3) in the core processing engine.

[0075] Turning to FIG. 6, a block diagram of an APC
clement 600 used as part of a core processing engine
according to aspects of the present disclosure 1s shown. The
APC eclement 600 may be used as part of core processing
engine 300 as described 1n FIG. 3. In APC element 600, the
predictive data values associated with each of the data
streams from the set of sensors and generated 1n an
MVMLA, (e.g., MVMLA 400 1n FIG. 4), labeled predictive
value a to predictive value N, are provided to a respective
anomaly detector 610a-610N. The anomaly detectors 610a-
610N are coupled to a predictive anomaly value collator
620. The detected anomaly value collator 620 provides a set
ol separate data streams, referred to as predictive anomaly
value data streams as described above, to a TA element (e.g.,
TA 350). Except as described here, the structure and opera-
tion of APC element 600 1s the same as described above for

ADC element 500.

[0076] The anomaly detectors 610a-610N receive the cor-
responding data stream containing the predictive data values
generated 1 TSEF 410a-410N respectively as described
above. Each of the anomaly detectors 610a-610N processes
the corresponding data stream to generate predictive
anomaly data values corresponding to each of the predictive
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data values in the data stream. The anomaly detectors
610a-610N may be implemented as simple value threshold
detectors or utilize a more complex analysis approach based
on a probability model and may further use statistical
filtering, as described above in FIG. 5. Additionally, the
predictive anomaly data values may be represented as binary
values or have multiple levels of values, similar to that
described above. Further, in some embodiments, one or
more of the anomaly detectors 610a-610N may be different

from the corresponding anomaly detectors 3510a-510N
described 1n FIG. 5.

[0077] Each set of predictive anomaly data values 1is
provided to predictive anomaly value collator 620. The
predictive anomaly value collator 620 packages the predic-
tive anomaly data values and provides the data values as a
set of predictive anomaly value data streams corresponding
to each of the set of predictive data streams generated by the
MVMLA (e.g., MVMLA 4000 1n FIG. 4) to the TA element
(e.g., TA 350 in FIG. 3) in proper time order. The predictive
anomaly value collator 620 provides the predictive anomaly
value data streams to the next element 1n the core processing,
clement (e.g., TA 350). The predictive value collator 620
may also provide any additional data transformation
required for the predictive data values as needed for use in
the next element. The predictive anomaly value collator 620
may further provide all or some of the predictive anomaly
data values generated by anomaly detectors 610a-610N to a
memory (e.g., memory 340 in FIG. 3) 1n the core processing
engine.

[0078] Similar to FIG. §, the predictive anomaly value
collator 620 may also include the capability to classily
operational anomalies for the component associated with
one or more of the sensors based on identifying predictive
data values 1n the predictive anomaly value data streams that
exceed an anomaly value threshold. These operational
anomalies will be predictive 1n that have not yet occurred but
will or are likely to 1n the future or at a point in time beyond
the current point 1 time. I a classified operational anomaly
1s 1dentified, information associated with the operational
anomaly may be provided from the predictive anomaly
value collator 620 to a notification mechanism (e.g., notifi-
cation generator 360 1n FIG. 3) 1 order to alert the user that
an operational anomaly may occur that may lead to an event
(e.g., a failure) 1n the future. In some embodiments, the user
may then take action to prevent or mitigate the effect of the
operational anomaly. In some embodiments, the predictive
anomaly wvalue collator 620 may classity anomalies as
operational anomalies that have not been previously 1denti-
fied from any of the received data values 1n the data streams.
In these mstances, the newly 1dentified classification may be
provided to the user. The predictive anomaly value collator
620 may further provide information associated with the
classification and noftification to a memory (e.g., memory
340 in FIG. 3) 1n the core processing engine.

[0079] It 1s worth noting that, as described above, the
structure and operation of the APC element 600 described 1n
FIG. 6 and the ADC element 500 described 1n FIG. 5 are
very similar. The main difference i1s that the ADC element
500 processes values from the received data streams while
the APC element 600 processes values from the predictive
data streams. As a result, the ADC element 500 produces a
stream that can be used to identily anomalies 1n actual data
that can be used to further identity operational anomalies in
a component that have already occurred. The APC element
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600 produces a stream that can be used to identily anomalies
in predictive data that can be used to further identily
operational anomalies that have not yet occurred. Due to
their very similar structure and operation, 1n some embodi-
ments, one or more of the elements used 1n the ADC element
500 and APC element 600 may be combined and/or shared
as part of further simplification of the core processing
engine, provided that some form of multiplexing can be
configured and utilized.

[0080] It 1s also worth noting that the predictive anomaly
value data stream generated by APC element 600 may not
match the anomaly value data stream generated by ADC
clement 500, even after the data values corresponding to the
points 1n time for the predictive data have been received by
the data processing device (e.g., data processing device
200). The presence of a match between the predictive
anomaly value data stream and the anomaly value data
stream represents the opportunity for identification of
anomalies which may be false anomalies. Anomalies 1den-
tified 1n the anomaly value stream may be recognized as
false anomalies after the fact when further evaluated by a
technical professional or expert. The classification of
anomalies identified ifrom the anomaly value data stream
may be used to assist in the classification of anomalies
identified 1n the predictive anomaly value data stream 1n
order to reduce the 1dentification of false anomalies. Further,
by comparing the anomaly value data stream to the predic-
tive anomaly value data stream and using the results to
modily the MVMLA 400, as will be described in FIG. 7, the
identification of false anomalies may be further reduced. An
example of a comparison between the anomalies 1dentified
by each of an exemplary ADC element 500 and APC
clement 600 in a core processing engine, such as the core

processing engine 1n FIGS. 3-7 will be described 1n further
detail below.

[0081] Turning to FIG. 7, a block diagram of a TA element
700 used as part of a core processing engine according to
aspects of the present disclosure 1s shown. The TA element
700 may be used as part of a core processing engine as
described 1n FIG. 3. In TA element 700, anomaly data values
from each of the anomaly value data streams, labeled
anomaly data value data stream a to anomaly value data
stream N, are provided from an ADC element (e.g., ADC
500 described 1n FIG. 5) to comparison elements 710a-
710N. Further, the predictive anomaly data values that
correspond 1n time with the anomaly data values 1n the value
data streams, labeled predictive anomaly data value a to
predictive anomaly data value N, are retrieved from the
memory (e.g., memory 340 in FIG. 3) and also provided
through the predictive anomaly value collator (e.g., predic-
tive anomaly value collator 620 1n FIG. 6) to comparison
clements 710a-710N. Each of comparison elements 710a-
710N 1s coupled to a corresponding loss/retrain element
720a-720N. Each of the loss/retrain elements 720a-720N
provides information back to an MVMLA (e.g., in MVMLA
310) to adjust, modily, or replace the operational character-
istics of the MVMLA. More specifically, each of the loss/
retrain elements 720a-720N provides mnformation back to a
corresponding TSF (e.g., TSF 4204-420N 1n FIG. 4).

[0082] The comparison elements 710q-710N vernly time
alignment between the anomaly data values, associated with
the data values actually currently received, and the predic-
tive anomaly data values, associated with predictive values
previously generated. If a time alignment error 1s 1dentified,
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a command may be generated that includes a request to
retrieve diflerent predictive anomaly data values through a
communication interface (not shown) between the TA ele-
ment 700 and the APC 600. Once time alignment 1s verified,
comparison elements 710a-710N process the inputs to com-
pare the anomaly data values to the predictive anomaly data
values to generate loss values for each point 1n time the
comparison 1s made. The loss values provide an indication
of the amount of divergence between the predictive anomaly
data values and the anomaly data values. Loss values may be
calculated based on previously generated anomaly predic-
tions and may depend on the models used and/or one or
more tolerance values. For example, loss values may be
computed by applying eigen matrices or distance matrices to
the predictive anomaly data values and the anomaly data
values and determining distance vectors, otherwise referred
to as eigen distances. Other techmques for computing the
loss values are also possible. The tolerance values may be
predetermined, may be set by a user, or may be programmed
dynamically.

[0083] The loss values from each of the comparison
clements 710a-710N are provided to the loss/retrain ele-
ments 720a-720N. Loss/retrain elements 720a-720N deter-
mine 11 one or more of the loss values exceed a loss value
threshold. If one or more of the loss values exceed the loss
value threshold, the current set of received data values and
in some cases, the associated anomaly data values are stored
in a memory (e.g., memory 340 or storage unit 220 1n FIG.
2) as an event (e.g., a failure) in the system. Further,
loss/retrain elements 720a-720N may initiate a retraining of
the MVMLA (e.g., MVMLA 310 1n FIG. 3) using the current
set of recerved data values. The result of the retraining may
be a set of new parameter values 1n the existing model or the
introduction of a new model for one or more of the machine
learning algorithms (e.g., TSFs 420a-420N 1n FIG. 4) 1n the
MVMLA. For example, 1f an anomaly occurs that i1s not
predicted during processing in the MVMLA, a new model
may be introduced and trained using the recerved data value
received over the most recent period of time (e.g., the last 60
minutes of received data values). Additionally, in some
cases, new or additional data transformations and/or sets of
conversion parameters may be provided to the data manipu-
lation element (e.g., data manipulator 410) 1n the MVMLA.
Examples of additional transformations include, but are not
limited to, converting data values to a series of sine waves,
converting absolute values to delta values, and the like.

[0084] It 1s worth noting that although the description of
the core processing engine in FIGS. 3 to 7 has been based
on a self-supervised technique or mechanism, the core
processing engine, and specifically the TA element described
in FIG. 7 may be modified to some interaction with and
assistance from a user in order to further improve the
predictions.

[0085] Turning to FIG. 8, a flow chart of an exemplary
process 800 for predicting anomalies 1n a system according
to aspects of the present disclosure 1s shown. Process 800
will be primarily described with respect to the data process-
ing device 200 described in FIG. 2. One or more aspects of
process 800 may be performed by a core processing engine
included 1n a processing device, such as core processing
engine 300 described i FIG. 3. One or more aspects of
process 800 may also be performed by a computer or
processing device as part of a system that includes sensor
and control capabilities, such as the system 100 described 1in
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FIG. 1. Although process 800 depicts steps performed 1n a
particular order for purposes of illustration and discussion,
the operations discussed herein are not limited to any
particular order or arrangement. One skilled 1n the art, using,
the disclosure provided herein, will also appreciate that one
or more of the steps of process 300 may be omitted,
rearranged, combined, and/or adapted 1n various ways.

[0086] At step 810, a set of data streams 1s received. The
set of data streams may be provided from one or more
sensors associated with, and/or coupled to, a component 1n
a system (e.g., system 100 described in FIG. 1). The set of
data streams may be received through an input interface
(e.g., mput interface 230) or over a network through a
network interface (e.g., network interface 260). Each one of
the data streams includes data values generated by the
sensor(s) and associated with the operation of the compo-
nent 1 the system at different points 1n time. In some
embodiments, the data values 1n each data stream may be
received, at step 810, periodically. For example, the data
values may be received at a rate of one value per second 1n
cach data stream, or at a rate of one hertz (Hz)

[0087] At step 820, an anomaly data value 1s generated for
cach of the received data values 1n each data stream. The
generation of the anomaly data value may be performed 1n
a processor (e.g., processor 210). The anomaly data value
may be generated using the currently received data values as
well as a set of previously received data values as described
above. In some embodiments, the generation of the anomaly
data value may be performed 1n an anomaly detection and/or
classification component (e.g., ADC 320 1n FIG. 3) used 1n
a core processing engine included in a processor. The
anomaly data value may be generated, at step 820, utilizing
simple threshold detectors or may utilize more complex
model based detectors as described above. In an embodi-
ment, the anomaly data value may be generated, at step 820,
using a relative entropy model on each of the received data
values. In some embodiments, one or more of the detectors
used 1n generating the anomaly data value for each of the
received data values in each data stream may be different.
Further, 1n some embodiments, the anomaly data value may
be a binary value.

[0088] In some embodiments, the generation of an
anomaly data value, at step 820, may further include clas-
sitying the anomaly data values to identily operational
anomalies that have occurred i the system, such as a
performance 1ssue or a failure with a component included in
the system. The classification information may be stored in
a memory (e.g., storage unit 220 or memory 340 in FIG. 3)
and used 1n conjunction with the generation of a predictive
anomaly data value described below.

[0089] At step 830, one or more machine learning algo-
rithms are applied to the data values received at a current
point in time and a subset of data values previously received
for each data stream. The machine learning algorithms
process the currently received data values and the subset of
previously received data values to generate a set of expected
or predictive data values at additional points in time, includ-
ing points 1 time in the future or beyond the current point
in time, for each data stream. The application of the machine
learning algorithm(s) may be performed 1n a processor (e.g.,
processor 210). In some embodiments a set of machine
learning algorithms may be used. In some embodiments, the
application of a set of machine algorithms may be performed
as part of multivariate machine learning structure (e.g.,




US 2023/0038977 Al

MVMLA 310 1n FIG. 3) used 1n a core processing engine
included in a processor as described above.

[0090] In some embodiments, one or more of the machine
learning algorithms may utilize at least one time series
forecasting model. In some embodiments, either the
machine learning algorithms being applied, or the time
series forecasting models utilized for one or more of the data
streams recerved, at step 810, may be diflerent. For example,
a machine learning algorithm that utilizes a first time series
forecasting model may be applied to the received data values
at a current point 1n time and a subset of data values
previously received for a first data stream 1n the set of data
streams to generate a set of expected data values for the first
data stream. Further, a machine learning algorithm that
utilizes a second time series forecasting mode that 1s differ-
ent from the first model may be applied to the received data
values at a current point 1n time and a subset of data values
previously received for a second data stream 1n the set of
data streams to generate expected data values for the second
data stream.

[0091] At step 840, an expected anomaly data value 1s
generated for each of the expected data values 1n each data
stream. The generation of the expected anomaly data value
may be performed in a processor (e.g., processor 210). In
some embodiments, the generation of the expected anomaly
data value may be performed in an anomaly prediction
and/or classification component (e.g., APC 330 in FIG. 3)
used 1n a core processing engine included 1n a processor. In
some embodiments, the expected anomaly data value for
cach of the expected data values in each data stream may be
stored 1n a memory (e.g., storage unit 220 or memory 340 1n
FIG. 3). As 1n step 820, the expected anomaly data value
may be generated, at step 840, utilizing simple threshold
detectors or may utilize more complex model based detec-
tors as described above. In an embodiment, the expected
anomaly data value may be generated, at step 840, using a
relative entropy model on each of the received data values.
In some embodiments, one or more of the detectors used 1n
generating the expected anomaly data value for each of the
expected data values 1n each data stream may be different.
Further, 1n some embodiments, the expected anomaly data
value may be a binary value.

[0092] In some embodiments, the generation of an
expected anomaly data value, at step 840, may further
include classitying the expected anomaly data values. The
classification may be used to 1dentily operational anomalies
that are likely to occur in the system in the future as
described below.

[0093] At step 850, an operational anomaly for the com-
ponent 1s 1dentified at a point in time 1n the future or beyond
the current point in time based on the expected anomaly data
value for each of the expected data values in each data
stream. In some embodiments, the identification may be
based on a classification of expected anomaly data values
that may be performed at step 840. The 1dentification may
turther be based on the classification and i1dentification of
operational anomalies that have already occurred as may be
performed at step 820 and further have led to events in the
system (e.g., failures). The 1dentification of the operational
anomaly may be performed 1n a processor (e.g., processor
210). In some embodiments, the identification of the opera-
tional anomaly may be performed 1n an anomaly prediction
and/or classification component (e.g., APC 330 in FIG. 3)
used 1n a core processing engine included 1n a processor.
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[0094] At step 860, a notification i1s generated for the
identified operational anomaly that may lead to an event 1n
the system (e.g., a failure). The notification may be provided
to a user (e.g., techmician or operator) through a user
interface (e.g., user interface 250). The notification may also
be provided through an electronic communication (e.g., text,
email) provided to a user device (e.g., user device 150 1n
FIG. 1) over a network through a network interface (e.g.,
network interface 260). It 1s worth noting that in some
embodiments, the notification may be provided to another
part of the processor (e.g., processor 210) 1n order to
generate a control command and provide the control com-
mand to an element or component in the system as described
above. After step 860, process 800 returns to step 810 to
receive the next data values 1n the set of data streams. It 1s
worth noting that 11 no operational anomalies are 1dentified,

at step 850, process 800 may also return to step 810 after
step 850.

[0095] At step 870, the expected anomaly data values for
cach of the expected data values for each data stream are
compared to the anomaly data values for each of the
received data values in each data stream at corresponding
points 1n time. The comparison may be performed i a
processor (e.g., processor 210). In some embodiments, the
comparison may be performed 1n a tuning component (e.g.,
TA 350 in FIG. 3) used 1n a core processing engine included
in a processor. In some embodiments, the comparison, at
step 870, may further include retrieving the expected
anomaly data values for each of the expected data values 1n
cach data stream at the corresponding points in time to the
anomaly data values for each of the received data streams.
In some embodiments, the comparison, at step 870, may
further include generating a loss value as a result of the
comparison at each of the corresponding points 1n time.

[0096] At step 880, one or more of the machine learning
algorithms are modified based on the comparison. The
modification may be performed 1n a processor (€.g., proces-
sor 210). In some embodiments, the modification may be
generated 1n a tuning component (e.g., TA 350 1n FIG. 3) and
provided for implementation to the muti-vaniate machine
learning structure (e.g., MVMLA 310 1n FIG. 3) used 1n a
core processing engine included in a processor. In some
embodiments, modifying the machine learning algorithms,
at step 880, may include retraining one or more of the
machine learning algorithms 11 the loss value, generated at
step 870, exceeds a threshold loss value. In some embodi-
ments, modifying the machine learning algorithm, at step
880, may include modifying one or more parameters of a
time series forecasting model used as part of the machine
learning algorithms 11 the loss value, generated at step 870,
exceeds a threshold value. After step 880, process 800
returns to step 810 to receive the next data values in the set
ol data streams.

[0097] It 1s worth noting that one or more of the steps of
process 800 may be modified, steps may be added or omitted
depending on a specific embodiment. In some embodiments,
the comparison, at step 870, and the modifying, at step 880,
may not be necessary or used and may be omitted. Addi-
tionally, after step 880, process 800 may return to step 830,
instead of step 810, to apply the modified machine learning
algorithm to the current value and a subset of past values as
described above. Further, generating an anomaly data value,
at step 820, may be done at the same time as, or after,
applying the machine learning algorithms, at step 830.
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[0098] Turning now to FIGS. 9 and 10, a set of graphs 900
and 1000 comparing the predictive data values for the
received data values as processed by core processing engine,
such as core processing engine 300 described i FIG. 3,
according to aspects of the present disclosure 1s shown.
Specifically, graph 900 1llustrates the predictive or expected
data values for one data stream, along with the predictive or
expected anomaly data values for that data stream, generated
in the core processing engine based on received data values
data streams. Graph 1000 illustrates the received data values
for the same data stream that correspond in time to the
predictive data values 1llustrated 1n graph 900 after they
have been recerved by the core processing engine and the
anomaly data values generated 1n the core processing engine
for those received data values. It 1s worth noting that graphs
900 and 1000 display data values that have previously been
received but are being processed as if it was being recerved
in real time. As such, the machine learning algorithms 1n the
core processing engine have processed five hours of data
values received prior to the data values displayed 1n graphs
900 and 1000 as part of a training phase.

[0099] Graph 900 and graph 1000 each include an x-axis
910, 1010 displaying a time scale 1n seconds from 0 seconds
to 600 seconds, or 10 minutes. For graph 900, x-axis 910
displays time as the current time (0 seconds) to 600 seconds
beyond the current point 1n time or into the future. For graph
100, x-ax1s 910 displays a 600 second range of time for the
last 600 seconds of received data values. Graph 900 and
graph 1000 each also include a y-axis 920, 1020 on the left
hand side of graph 900, 1000 displaying a value range for
liquid tlow rate 1n liters per minute (Itr/min). Graph 900 and
graph 1000 each further include a y-axis 930, 1030 on the
left hand side of graph 900, 1000 displaying a value range
for binary data (e.g., 0 and 1).

[0100] Graph 900 includes a signal 940 representing the
predictive data values generated by a MVMLA (e.g.,
MVMLA 310 1n FIG. 3 or MVMLA 400 1n FIG. 4) for a data
stream generated from a sensor that monitors flow rate 1 a
component based on current and past received data values
from a set of data streams from sensors associated with a
sensor element (e.g., sensor element 120 1n FIG. 1). The data
values that represent the current time for the starting point of
the generation of the predictive values 1s at 0 seconds and
signal 940 contains 600 predicted data values to 600 second
beyond the starting point based on a 1 Hz received data rate.
Graph 900 also includes a signal 950 representing predictive
anomaly data values generated by an APC (e.g., APC 330 1n
FIG. 3 or APC 600 1n FIG. 6) using the predictive data

values generated above.

[0101] Graph 1000 includes a signal 1040 representing the
data values for a data stream generated from the sensor that
monitors flow rate, as described above, and received at the
core processing engine (e.g., core processing engine 300 1n
FIG. 3). The received data values correspond 1n time to each
of the predictive data values included 1n signal 940 above.
In other words, a mapping 1s performed to align the first
predicted data value from signal 940 with a data value
received at the same corresponding point 1n time, at least
599 second ago 1n real time, from signal 1040. Graph 1000
also 1includes a signal 1050 representing anomaly data values
generated by an ADC (e.g., ADC 330 in FIG. 3 or ADC 500
in FIG. §) using the recerved data values displayed 1n signal
1040. As described above, the predictive data values, along
with the predictive anomaly data values may be stored 1n a
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memory (e.g., storage unit 220 i FIG. 2 or memory 340 in
FIG. 3) 1n order to facilitate the time mapping of signals 940
and 950 to signals 1040 and 1050 respectively.

[0102] In graph 900, a set of data points in signal 950
having predictive anomaly data values equal to one are
highlighted 1n range 960. Graph 1000 also has a set of data
points 1n corresponding graph 10350 having data values equal
to one and highlighted 1n range 1060. The range 1060 in
graph 1000 represents the i1dentification of an operational
anomaly, a significant reduction 1n flow rate. for the com-
ponent associated with the sensor element (e.g., sensor
clement 120 1n FIG. 1) based on processing actual received
data values from the sensor element. The range 960 1n graph
900 represents the same 1dentification of the operational
anomaly as predicted based on generating predictive data
values and predictive anomaly data values spanning the
same period of time that the operational anomaly occurs.
The operational anomaly may further have been classified
and related to a fluid leak in the component or a section of
the piping (e.g., pipe 110 in FIG. 1). The presence of the
fluid leak may result in a failure of the component or other
parts of the system. The predictive data values have deter-
mined that an operational anomaly will occur 463 seconds
beyond the current time that the predictive data values were
generated. As a result, some form of action, such as notify-
ing the user of the operational anomaly. The user may then
take corrective action before the failure occurs.

[0103] It 1s worth noting that the time of the occurrence of
the operational anomaly highlighted by range 960 1s difler-
ent from the time of the occurrence highlighted by range
1060. The difference may not be considered significant and
1s likely due to the large time span between the starting time
for the generation (1.e., 0 secs) of the predictive data values
and range 960 (1.c., 463-530 secs). As additional data values
are recerved closer to the actual occurrence of the opera-
tional anomaly, the generation of the predictive data values
in that time range will become increasingly more accurate.
Further, i1t 1s worth noting that data values from each of eight
sensors monitoring tflow rate of the fluid, voltage of the
sensor, current drawn by the sensor, temperature of the fluid,
temperature of the sensor, pressure of the fluid, acceleration
of the sensor 1n a first direction and acceleration of the
sensor 1n a second direction as described above 1n FIG. 1
were provided to each of the MVMLAs (e.g., MVTSFs
420a-420N 1n FIG. 4). Additional processing experiments
using less than all eight sensors did not consistently provide
the predictive data values needed to predict the occurrence
of the operational anomaly at all or predict the occurrence
near the correct time range. It 1s also worth noting that the
results illustrated by graph 900 and 1000 may be further
improved by processing a comparison ol the predictive
anomaly data values 1n signal 950 and the anomaly data
values 1 signal 1050 in tuming element (TA 350 in FIG. 3
or TA 700 i FIG. 7) to further modily one or more of the
MVLMAs (e.g., MVTSFs 420a-420N 1n FIG. 4) as

described earlier.

[0104] It 1s to be appreciated that although the embodi-
ments described above focus on physical hardware and
clements within a system, such as a manufacturing system,
the principles of the present disclosure may be easily
extended to implementations that involve software based
programming that are stored mm a computer readable
medium, such as a magnetic optical based storage structure.
Further, 1n some embodiments, one or more of the elements
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of a process based on the principles of the present disclosure,
such as process 800 described above, may be implemented
utilizing cloud-based operations and/or storage. It 1s also to
be appreciated that, except where explicitly indicated 1n the
description above, the various features included as part of
the principles of the present disclosure can be considered
cumulative and interchangeable, that 1s, a feature shown 1n
one embodiment may be incorporated into another embodi-
ment.

[0105] Although embodiments which incorporate the
teachings of the present disclosure have been shown and
described 1n detail herein, those skilled 1n the art can readily
devise many other varied embodiments that still incorporate
these teachings. Having described preferred embodiments of
an apparatus and method for predicting anomalous events 1n
a process, 1t 1s noted that modifications and variations can be
made by persons skilled in the art in light of the above
teachings. It 1s therefore to be understood that changes may
be made in the particular embodiments of the disclosure
which are within the scope of the disclosure.

1. A method comprising:

receiving a set of data streams, each data stream including
data values generated by a sensor associated with the
operation of a component 1n a system at points in time;

generating an anomaly data value for each of the recerved
data values in each data stream;

applying at least one machine learning algorithm to the
data values received at a current point 1n time and a
subset of data values previously received for each data
stream to generate expected data values at additional
points 1n time beyond the current point 1n time for each
data stream;

generating an expected anomaly data value for each of the
expected data values 1n each data stream; and

identifying an operational anomaly for the component at
a point 1 time beyond the current point 1n time based
on the expected anomaly data value for each of the
expected data values 1n each data stream.

2. The method of claim 1, further including providing a
notification about the identified operational anomaly to a
user.

3. The method of claim 1, turther comprising;:

comparing the expected anomaly data value for each of
the expected data values for each data stream to the
anomaly data value for each of received data values 1n
cach data stream at a corresponding point in time; and

moditying the machine learning algorithm based on the
comparison.

4. The method of claim 3, wherein comparing the
expected anomaly data value for each of the expected data
values to the anomaly data value for each of received data
values includes generating a loss value as a result of the
comparison at the corresponding point 1n time.

5. The method of claim 4, wherein modifying the machine
learning algorithm includes retraining the machine learning
algorithm 11 the loss value exceeds a threshold value.

6. The method of claim 4, wherein the at least one
machine learning algorithm utilizes a time series forecasting,
model and wherein moditying the machine learning algo-
rithm includes modifying at least one parameter of the time
series forecasting model 11 the loss value exceeds a threshold
value.
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7. The method of claim 3, further including:

storing the expected anomaly data value for each of the
expected data values 1n each data stream; and

retrieving the expected anomaly data value for each of the
expected data values at the corresponding point 1n time.

8. The method of claim 1, wherein generating an expected
anomaly data value for each of the expected data values 1n
cach data stream includes utilizing a relative entropy model
on each of the expected data values.

9. The method of claim 1, wherein the expected anomaly
data value 1s binary.

10. The method of claam 1, wherein the data values 1n
cach data stream are received periodically.

11. The method of claim 11, wherein applying a machine
learning algorithm further includes applying a machine
learning algorithm utilizing a first time series forecasting
model to the received data values at a current point in time
and a subset of data values previously receirved for a first
data stream to generate expected data values for the first data
stream and applying a machine learning algorithm utilizing
a second time series forecasting model to the received data
values at a current point in time and a subset of data values
previously received for a second data stream 1n the set of
data streams to generate expected data values for the second
data stream, the second time series forecasting model being
different from the first time series forecasting model.

12. An apparatus comprising;

an input interface that recerves a set of data streams, each

data stream 1ncluding data values generated by a sensor
associated with the operation of a component 1n a
system at points 1n time; and
a processor coupled to the iput interface, the processor
configured to:
determine an anomaly data value for each of the
recetved data values 1n each data stream:
apply a machine learning algorithm to the received data
values at a current point 1n time and a subset of data
values previously received for each data stream to
generate expected data values at additional points 1n
time past the current point in time for each data
stream;
determine an expected anomaly data value for each of
the expected data values for each data stream; and
identily an operational anomaly of the component at a
point 1n time past the current point in time based on
the expected anomaly data value for each of the
expected data values for each data stream.
13. The apparatus of claim 12, further including an output
interface coupled to the processor, the output interface
providing a nofification about the identified operational
anomaly to a user.
14. The apparatus of claim 12, wherein the processor 1s
further configured to:
compare the expected anomaly data value for each of the
expected data values for each data stream to the
anomaly data value for each of received data values 1n
cach data stream at a corresponding point in time; and

modily the machine learning algorithm based on the
comparison.

15. The apparatus of claim 14, wherein comparison of the
expected anomaly data value for each of the expected data
values to the anomaly data value for each of received data
values further includes generating a loss value as a result of
the comparison at the corresponding point in time.
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16. The apparatus of claim 15, wherein the processor 1s
turther configured to retrain the machine learning algorithm
if the loss value exceeds a threshold value.

17. The apparatus of claim 15, wherein the at least one
machine learning algorithm utilizes a time series forecasting,
model and wherein the processor 1s further configured to
modily at least one parameter of the time series forecasting,
model 11 the loss value exceeds a threshold value.

18. The apparatus of claim 14, further including a memory
coupled to the processor, the memory storing the expected
anomaly data value for each of the expected data values 1n
cach data stream and retrieving the expected anomaly data
value for each of the expected data values at the correspond-
ing point 1n time.

19. The apparatus of claim 12 , wherein the processor 1s
turther configured to generate the expected anomaly data
value for each of the expected data values in each data
stream utilizing a relative entropy model on each of the
expected data values.
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20. A non-transitory computer readable medium having
stored thereon instructions that, when executed by at least
one processor, perform the steps of:
recerving a set of data streams, each data stream including
data values generated by a sensor associated with the
operation of a component 1n a system at points in time;

generating an anomaly data value for each of the received
data values 1n each data stream;
applying at least one machine learning algorithm to the
data values received at a current point 1n time and a
subset of data values previously recerved for each data
stream to generate expected data values at additional
points 1n time beyond the current point 1n time for each
data stream;
generating an expected anomaly data value for each of the
expected data values 1n each data stream; and

identifying an operational anomaly for the component at
a point 1 time beyond the current point 1n time based
on the expected anomaly data value for each of the
expected data values 1n each data stream.
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